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This PowerPoint template requires basic PowerPoint 
(version 2007 or newer) skills. Below is a list of 
commonly asked questions specific to this template.  
If you are using an older version of PowerPoint some 
template features may not work properly. 
 

Using the template 
 

Verifying the quality of your graphics 
Go to the VIEW menu and click on ZOOM to set your 
preferred magnification. This template is at 100% 
the size of the final poster. All text and graphics will 
be printed at 100% their size. To see what your 
poster will look like when printed, set the zoom to 
100% and evaluate the quality of all your graphics 
before you submit your poster for printing. 
 
Using the placeholders 
To add text to this template click inside a 
placeholder and type in or paste your text. To move 
a placeholder, click on it once (to select it), place 
your cursor on its frame and your cursor will change 
to this symbol:         Then, click once and drag it to 
its new location where you can resize it as needed. 
Additional placeholders can be found on the left 
side of this template. 
 
Modifying the layout 
This template has four 
different column layouts.  
Right-click your mouse 
on the background and  
click on “Layout” to see  
the layout options. 
The columns in the provided layouts are fixed and 
cannot be moved but advanced users can modify any 
layout by going to VIEW and then SLIDE MASTER. 
 
Importing text and graphics from external sources 
TEXT: Paste or type your text into a pre-existing 
placeholder or drag in a new placeholder from the 
left side of the template. Move it anywhere as 
needed. 
PHOTOS: Drag in a picture placeholder, size it first, 
click in it and insert a photo from the menu. 
TABLES: You can copy and paste a table from an 
external document onto this poster template. To 
adjust  the way the text fits within the cells of a 
table that has been pasted, right-click on the table, 
click FORMAT SHAPE  then click on TEXT BOX and 
change the INTERNAL MARGIN values to 0.25 
 
Modifying the color scheme 
To change the color scheme of this template go to 
the “Design” menu and click on “Colors”. You can 
choose from the provide color combinations or you 
can create your own. 
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professional  poster. It will save you valuable time 
placing titles, subtitles, text, and graphics.  
 
Use it to create your presentation. Then send it to 
PosterPresentations.com for premium quality, same 
day affordable printing. 
 
We provide a series of online tutorials that will 
guide you through the poster design process and 
answer your poster production questions.  
 
View our online tutorials at: 
 http://bit.ly/Poster_creation_help  
(copy and paste the link into your web browser). 
 
For assistance and to order your printed poster call 
PosterPresentations.com at 1.866.649.3004 
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Use the placeholders provided below to add new 
elements to your poster: Drag a placeholder onto 
the poster area, size it, and click it to edit. 
 
Section Header placeholder 
Move this preformatted section header placeholder 
to the poster area to add another section header. 
Use section headers to separate topics or concepts 
within your presentation.  
 
 
 
Text placeholder 
Move this preformatted text placeholder to the 
poster to add a new body of text. 
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Move this graphic placeholder onto your poster, size 
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One" challenge" in" using" ar.ficial" neural" networks" is" how" to" determine"
appropriate"parameters"for"network"structure"and"learning."OIen"parameters"
such" as" learning" rate" or" number" of" hidden" units" are" set" arbitrarily" or"with" a"
general"“intui.on""as"to"what"would"be"most"effec.ve."The"goal"of"this"project"
is" to" use" a" gene.c" algorithm" to" tune" a" popula.on" of" neural" networks" to"
determine" the"best" structure"and"parameters." This"paper" considers"a" gene.c"
algorithm"to"tune"the"number"of"hidden"units," learning"rate,"momentum,"and"
number" of" examples" viewed"per"weight" update." Experiments" and" results" are"
discussed" for" two" domains" with" dis.nct" proper.es," demonstra.ng" the"
importance" of" careful" tuning" of" network" parameters" and" structure" for" best"
performance."
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Conclusions0

•  Learning0 Rate0 –" Preference" for" learning" rate" depended" strongly" on" the"
domain"

•  Hidden0Units0–"Tended"to"seZle"on"very"low"values"for"Cars"domain,"slightly"
higher"values"for"Splice"domain"

•  Batch0Size0–"Tended"to"seZle"on"low"values"for"both"domains"
•  Momentum"–"No"effect"on"the"results"

Batch0Size0

Fig"4."Number"of"Experiments"that"seZled"below"50%"of"their"
maximum"number"of"hidden"units"

The"first"stage"of"this"
project"was"the"crea.on"of"
a"mul.\layer"neural"
network,"a"common"
machine"learning"structure"
based"on"biological"
neurons"and"the"
connec.ons"between"
them."This"network"was"
designed"to"work"with"a"
variety"of"domains."

Fig"1."A"mul.\layer"Neural"Network"

Next,"a"method"was"required"to"explore"which"network"setups"performed"
beZer." " In" this" case" a" gene.c" algorithm," which" mimics" the" process" of"
evolu.on,"was"used."Tests"were"run"by" " inpu_ng"certain"restraints"and"
allowing" the" gene.c" algorithm" to" " op.mize" the" " networks." The" best"
network"from"each"test"was"recorded"for"analysis."

Parallelism0
Due"to"the"fact"that"
both"neural"networks"
and"gene.c"
algorithms"have"long"
run".mes,"parallel"
programming"was"
implemented"using"
OpenMP"to"increase"
the"speed"of"
computa.on.""

0"

0.02"

0.04"

0.06"

0.08"

0.1"

0" 1" 2" 3" 4"

Av
er
ag
e0
Er
ro
r0

Learning0Rate0

Learning0Rate0vs0Average0Error0in0Cars0Domain0

0"
0.01"
0.02"
0.03"
0.04"
0.05"
0.06"
0.07"
0.08"
0.09"
0.1"

0" 0.2" 0.4" 0.6" 0.8" 1"

Av
er
ag
e0
Er
ro
r0

Momentum0

Momentum0vs0Average0Error0in0Cars0Domain0

Genes0

Gene.c" algorithms" use" genes" to" determine" the" traits" of" the" individuals"
neural"networks"in"the"popula.on."In"this"experiment"there"were"four"genes"
describing"the"different"network"setups:"
•  Hidden0Units" \"the"number"of"neurons" in"the"hidden"layer"of"the"neural"

network"(Fig."1)"
•  Batch0 Size" \" the"number"of" examples" to"be" considered"during" a"weight"

update"
•  Learning0Rate"\"the"speed"at"which"the"network"learns"
•  Momentum" \" the" percentage" of" the" previous" weight" update" used" in"

calcula.on"for"the"new"weight"update"

Fig"2."A"sample"genome"taken"from"the"gene.c"algorithm"

Hidden"Units" Batch"Size" Learning"Rate" Momentum"

Hidden0Units0Trends0in0Cars0Domain0

Fig"3."Effect"of"Learning"Rate"on"Average"Error"

The"number"of"hidden"units"preferred"to"seZle"on"low"values"rela.ve"to"the"
given"maximums." This" trend" con.nued" in" the" Splice"domain," although" the"
range"of"values"chosen"in"that"domain"was"slightly"larger."

Batch0Size0Trends0in0Cars0Domain0

Fig"5."Number"of"experiments"that"seZled"below"50%"of"
their"maximum"batch"size"

Batch"size"had"a"tendency"to"seZle"on"values"that"were"low"rela.ve"to"their"
given"maximums." This" trend" held" true" for" both" domains,"with" each" giving"
very"similar"values"for"batch"size."

Fig"6."Effect"of"Momentum"on"Average"Error"
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Two"sec.ons"were"parallelized,"the"first"being"the"training"calcula.ons"for"the"
network" and" the" second" being" the" crea.on" of" individuals" in" the" gene.c"
algorithm."Both"methods"produced"similar"speed"increases."

The" Cars" domain" preferred" to" use" higher" learning" rate." This" contradicts"
previous" assump.ons" that" small" learning" rates" around" 0.1" or" 0.3" were"
op.mal." "The"Splice"domain"behaved"as"expected,"and"selected"low"learning"
rates"in"the"0.1\0.3"range."

Momentum"did"not"affect"results"for"either"domain."The"values"chosen"were"
seemingly" random" and" there" was" no" trend" that" indicated" a" posi.ve" or"
nega.ve"effect"on"the"average"error."


